






















































































































































UNIT NO: 5 NAME: UNDECIDABILITY 
 
 
Design a Turing machine to add two given integers.  
Solution: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Some unsolvable Problems are as follows:  
(i) Does a given Turing machine M halts on all input?   
(ii) Does Turing machine M halt for any input?  

(iii) Is the language L(M) finite?   
(iv) Does L(M) contain a string of length k, for some given k?   
(v) Do two Turing machines M1 and M2 accept the same language?   
It is very obvious that if there is no algorithm that decides, for an arbitrary given Turing machine 
M and input string w, whether or not M accepts w. These problems for which no algorithms exist 
are called “UNDECIDABLE” or “UNSOLVABLE”. 
 
Code for Turing Machine: 
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Diagonalization language: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

This table represents language acceptable by Turing machine 
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Proof that Ld is not recursively enumerable: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Recursive Languages: 
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Universal  

Language: 
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Undecidability of Universal Language: 
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Class p-problem solvable in polynomial time: 
 
 
 
 
 
 
 
 
 
 

 

Non deterministic polynomial time:  
A nondeterministic TM that never makes more than p(n) moves in any sequence of choices for 
some polynomial p is said to be non polynomial time NTM. 

 NP is the set of languags that are accepted by polynomial time NTM’s 
 Many problems are in NP but appear not to be in p. 

 One of the great mathematical questions of our age: is there anything in NP that is not in p? 

NP-complete problems: 
If We cannot resolve the “p=np question, we can at least demonstrate that certain problems in NP 
are the hardest , in the sense that if any one of them were in P , then P=NP. 

 These are called NP-complete. 


 Intellectual leverage: Each NP-complete problem’s apparent difficulty reinforces the belief 
that they are all hard.  

Methods for proving NP-Complete problems:  
 Polynomial time reduction (PTR): Take time that is some polynomial in the input size to 

convert instances of one problem to instances of another. 
 If P1 PTR to P2 and P2 is in P1 the so is P1. 

 Start by showing every problem in NP has a PTR to Satisfiability of Boolean formula. 


 Then, more problems can be proven NP complete by showing that SAT PTRs to them 
directly or indirectly. 
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UndecidableProblem about Turing 
Machine 
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• Reduction is a technique in which if a problem P1 is
reduced to a problem P2 then any solution of P2 solves
P1. In general, if we have an algorithm to convert an
instance of a problemP1 to an instance of a problemP2
that have the same answer then it is called as P1 reduced
P2.

• Hence if P1 is not recursive then P2 is also not
recursive. Similarly, if P1 is not recursively enumerable
thenP2alsois not recursivelyenumerable.
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• Theorem: if P1 is reduced to P2 then

• If P1 is undecidable, then P2 is also undecidable.

• If P1 is non-RE, then P2 is also non-RE.
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Proof:
• Consider an instance w of P1. Then construct an algorithmsuch

that the algorithm takes instance w as input and converts it into
another instance x of P2. Then apply that algorithm to check
whetherx is inP2.

• If the algorithmanswer 'yes' then thatmeans x is inP2, similarly
we can also say that w is in P1. Since we have obtained P2 after
reduction of P1. Similarly if algorithm answer 'no' then x is not
in P2, that also means w is not in P1. This proves that if P1 is
undecidable, thenP1is alsoundecidable.
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• Thereare twotypesof languagesemptyand nonempty
language. Let Le denotes an empty language, and
Lne denotes non empty language. Let w be a binary
string, and Mi be a TM. If L(Mj) = Ф then Mi does not
accept input then w is in Le. Similarly, if L(Mj) is not the
emptylanguage, thenwis inLne. Thuswecansaythat
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• Le = {M | L(M) = Ф}
Lne = {M | L(M) ≠ Ф}

• Both Le and Lne are the complement of one another.
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Post CorrespondanceProblem 
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• The Post Correspondence Problem (PCP) was invented 
by Emil Post in 1946. It is called as an undecidable
decision problem. The PCP problem rather than an 
alphabet ∑ is considered 

• Given the following two lists,MandNof non-empty 
strings over ∑ −

• M = (x1, x2, x3,………, xn)

• N = (y1, y2, y3,………, yn)
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• The Post Correspondence Solution, if for some 
i1,i2,………… ik, where 1 ≤ ij ≤ n, the condition xi1 …….xik = 
yi1 …….yik satisfies.
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Example 

• M = (abb, aa, aaa) and N = (bba, aaa, aa)

• Include a Post Correspondence Solution?

• Solution

• x1x2x3MAbbaaaaaNBbaaaaaa
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The Class P
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• Definition: The complexity class P is the set of all
decision problems that can be solved with worst-case
polynomial time-complexity.

• Aproblemis in theclass P if it is a decisionproblemand
thereexistsanalgorithmthat solvesany instanceof size
ninO(nk) time, forsomeintegerk.
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• Strictly, n must be the number of bits needed for a
‘reasonable’ encoding of the input. But we won’t get
boggeddowninsuchfinedetails.

• So P is just the set of tractable decision problems: the
decision problems for which we have polynomial-time
algorithms.
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• The problems in the picture that are in NP but not in P 
are ones that we’re not sure about: –

• there is no known polynomial-time algorithm; –

• but no proof of intractability.
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• We know that P ⊆ NP. But much more than that we
don’tknow.

• The definition of NP allows for the inclusion of
problems thatmaynot be in P. But it may turn out that
therearenosuchproblemsandthatP=NP
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The Class P and NP
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One of the central (and widely and intensively studied 30 years) problems of 
(theoretical) computer science is to prove that 

(a)P�NP (b) NP �co-NP. 

All evidence indicates that these conjectures are true. 
Disproving any of these two conjectures would not only be considered truly 
spectacular, but would also come as a tremendous surprise (with a variety of far-
reaching counterintuitive consequences).

NP-complete: Collection Z of problems is NP-complete if (a) it is NP and (b) if 
polynomial-time algorithm existed for solving problems in Z, then P=NP. 

P

NP
co-NP
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